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Abstract

Besides English, Afrikaans is considered “the [Germanic] language which deviates grammatically the farthest from the others” (Harbert 2007: 17). But how exactly do we measure “grammatical deviation”, and how deviant is Afrikaans really if we compare it not just to other standard languages but also to non-standard varieties? The present contribution aims to address those questions combining functional-typological and dialectometric perspectives. We first select data for 28 Germanic varieties showing vastly different speaker numbers, grades of standardisation and amounts of language contact. Based on 48 (micro)typological variables from syntax, morphology and phonology, we perform cluster analysis and multidimensional scaling and present ways of visualizing and interpreting the results. Inter alia, the analyses show a major divide between Continental West Germanic and North Germanic (as might be expected) and they also identify a number of outliers, including English and pidgin and creole languages such as Russian or Rabaul Creole German. Afrikaans appears to cluster with the other West Germanic languages rather than the outliers. Within West Germanic, however, it does indeed emerge as rather deviant and, according to our metric, it is, for example, typologically closer to other high-contact varieties such as Yiddish than it is to Dutch.
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Opsomming

Afrikaans in ’n kwantitatiewe tipologie van Germaanse standaard en nie-standaard variëteite

Afgesien van Engels, word Afrikaans beskou as “the [Germanic] language which deviates grammatically the farthest from the others” (Harbert 2007: 17). Maar hoe kan ons “grammatikale afwyking” meet, en hoe afwykend is Afrikaans werklik as ons dit ook met niestandaardvariëteite vergelyk (nie net met ander standaardtale nie)? Hierdie artikel poog om daardie vrae aan te spreek met behulp van funksioneel-tipologiese en dialektometriese perspektiewe te combineer. Ons kies eers data vir 28 Germaanse variëteite wat baie verskillende sprekertalle, grade van standaardisering en hoeveelhede taalkontak toon. Gebaseer op 48 (mikro)tipologiese sintaksiese, morfologiese en fonologiese veranderlikes voer ons tersanalise en multidimensionele skalering uit en wys maniere om die resultate te
visualiseer en te interpreteer. Die ontledings toon onder meer ’n groot skedeling tussen Kontinentale Wes-Germaans en Noord-Germaans (soos verwag kan word) en dit identifieer ook ’n aantal uitskieters, insluitend Engels en pidgin en kreools tale soos Russenorsk of Rabaul Kreools Duits. Afrikaans groepeer blykaar met die ander Wes-Germaanse tale, nie met die uitskieters nie. Maar binne Wes-Germaans kom dit inderdaad as taamlik afwykend na vore. Volgens ons metriek is Afrikaans byvoorbeeld tipologies nader aan ander hoëkontakvariëteite soos Jiddisj as wat dit aan Nederlands is.

Sleutelwoorde: Afrikaans, dialektometrie, Germaans, tipologie, variasie, trosanalise, multidimensionele skalering, visualisering, fonologie, morfologie, sintaksis

1 Introduction

Besides English, Afrikaans is considered “the [Germanic] language which deviates grammatically the farthest from the others” (Harbert 2007: 17). An example from the nominal system is Afrikaans’ total elimination of grammatical gender, shared by only one other Germanic standard language, viz. English (Harbert 2007: 100). An example from verbal morphology is its loss of a distinction between the class of so-called “strong” verbs (showing ablaut) and the class of so-called “weak” verbs (displaying a dental suffix) (Donaldson 1993: 223), which is possibly unique to Afrikaans (Harbert 2007: 277). But how exactly do we measure “grammatical deviation” more globally, and how deviant is Afrikaans really if we compare it not just to other standard languages but also to non-standard varieties (including other high-contact-varieties) of Germanic? For example, while English and Afrikaans are the only Germanic standard languages that have lost grammatical gender, the feature is, at least sporadically, also found in non-standard varieties such as e.g. Western Danish dialects (Harbert 2007: 100–101, Braunmüller 2000: 28–29) and a local variety of Low German (Dützmann 1939: 1–5). The present contribution aims to address those questions by bringing together two perspectives:

- Functional typology (cf. e.g. Dahl 2000 on future tense): A high level of abstraction is deliberately chosen for this; similarities and differences are assessed from a purely functional perspective. Typology is traditionally based on data from unrelated languages, and when it comes to European languages, it usually focuses on their respective standard varieties (see e.g. Murelli and Kortmann 2011, Fleischer 2015: 203, Seiler 2019). With respect to the methods of data collection, typological studies are often based on secondary data such as reference grammars.

- Quantitative dialectology or dialectometry: Dialectometry yields a microtypological classification of non-standard varieties of a single language (e.g. Lameli 2013 for the German speaking area); it relies on primary data and focuses on formal differences (see e.g. Kehrein 2009), often in large (aggregated) quantities of features.

To be sure, there is also an increasing body of research that combines dialectology and typology, including areal typology (e.g. Kortmann ed. 2004, Fleischer 2015, Seiler 2019). The (Electronic) World Atlas of English (Kortmann, Lunkenheimer & Ehret eds. 2020), for example, is a database on morphosyntactic variation in English designed for immediate comparison with typological databases such as WALS (World Atlas of Language Structures) and APiCs (Atlas of Pidgin and Creole Structures Online).
What still appears to remain a desideratum, however, is a combination of typology and dialectometry across individual languages and their varieties – i.e., an approach that would allow us to compare Afrikaans not just to e.g. Standard German, Standard Dutch and Standard Swedish but also to their respective non-standard varieties such as Bavarian, Limburgish and Elvdalian. A combination of the two perspectives appears particularly fruitful for the study of Afrikaans, whose status among the Germanic varieties has been discussed for most of its existence, with preconceptions about its origin (see e.g. Roberge 2010 for an overview) often obstructing an objective assessment. To this end, we first select appropriate data for a sample of 28 Germanic varieties that show vastly different speaker numbers, grades of standardisation and amounts of language contact. On the basis of a total of 48 (micro)typological variables from syntax, morphology and phonology, we perform quantitative procedures stemming from dialectometry, namely cluster analysis and multidimensional scaling, and we present ways of visualizing and interpreting the results. Our study is led by two main questions (or rather, sets of questions): an abstract, methodological one (1) and a concrete, philological one (2):

1. (How) can we measure grammatical similarity/dissimilarity?
2. How (dis-)similar is Afrikaans to other varieties of Germanic if we consider not only standard varieties but also non-standard varieties, including other high contact varieties such as e.g. Yiddish?

In addition to the specific question of the typological status of Afrikaans among Germanic, in the long run, the approach envisaged in this paper may contribute to more general questions such as the relative role played by individual factors known and/or hypothesised to be responsible for (dis)similarity, such as:

- degree of genetic relatedness: Different varieties of Germanic are related to one another to different degrees. According to the standard family tree (see e.g. Harbert 2007: 8), the major division is that between North Germanic and West Germanic.
- amount and patterns of language contact: Trudgill (e.g. 2011: 64), for example, argues that there is a connection between contact/isolation and structural complexity: “It is therefore worth pursuing the hypothesis that it is in low contact communities that we are most likely to find not only preservation of complexity but also an increase in complexity, i.e. irregularity, opacity, syntagmatic redundancy and non-borrowed morphological categories”.
- degree of standardisation: Chambers (e.g. 2004: 128), for example, proposes the notion of “vernacular universals”, according to which “a small number of phonological and grammatical processes recur in vernaculars wherever they are spoken”, while Chomsky (1995: 51) points out that standard languages can be viewed as “partially invented” and might even (in stark contrast to natural non-standardised languages) “violate the principles of language”.
- ’roofing’ by the same standard variety (“Dachsprache”) or different standard varieties: Smits (2011), for example, shows how the closely related varieties spoken west and
east of the Dutch-German border have gradually been converging towards Standard Dutch and Standard German, respectively.

2 Methods and data

In order to take the first quantitative steps towards an answer to the questions outlined in the introduction, we compiled a sample consisting of Afrikaans and 27 other varieties of Germanic, including both standard and non-standard varieties (section 2.1). We then attempted to classify them with respect to a number of grammatical (phonological, morphological and syntactic) features (section 2.2). As is customary in language typology, our classifications are based on secondary data such as reference grammars. To be sure, this way of data collection is not without its problems and limitations, which will therefore be critically reflected on (section 2.3). Based on the sample, we ultimately aimed to determine patterns of similarity and dissimilarity among the varieties represented using methods commonly used in dialectometry (presented in section 2.4).

2.1 Language sample

The 28 varieties making up our sample are listed alphabetically in Table 1. We deliberately chose languages that differ widely in speaker size and sociolinguistic background. Some of them are standard languages with a large number of speakers, codified writing systems and official (political) status (e.g. English, German, Swedish)², while others are vernaculars with (sometimes drastically) fewer speakers and without similar official status such as Yiddish, traditional dialects spoken in Europe (e.g. Gutnish, Limburgish, Zurich German), language-island-varieties (e.g. Pomerano) as well as pidgin and creole varieties (e.g. Pitkern-Norf’k, Rabaul Creole German).

---

² See the volume by Deumert & Vandenbussche (2010) (eds.), a comparative overview of standardization in Germanic languages. Each chapter deals with an individual language or group of languages, and all chapter authors were asked to structure their chapters according to the four-step model of standardization developed by Haugen (1966 et seq.), thus allowing readers to assess the degree of standardization of the different languages relative to one another.
Table 1: Germanic varieties considered in this study (alphabetical order).

<table>
<thead>
<tr>
<th>variety</th>
<th>genealogical descent</th>
<th>variety</th>
<th>genealogical descent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afrikaans</td>
<td>West Germanic</td>
<td>North Frisian</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Basel German</td>
<td>West Germanic</td>
<td>Northern Low German</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Central Hessian</td>
<td>West Germanic</td>
<td>Norwegian</td>
<td>North Germanic</td>
</tr>
<tr>
<td>Danish</td>
<td>North Germanic</td>
<td>Pennsylvania German</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Dutch</td>
<td>West Germanic</td>
<td>Pitkern-Norf’k</td>
<td>West Germanic / Polynesian</td>
</tr>
<tr>
<td>Elvdalian</td>
<td>North Germanic</td>
<td>Pomerano</td>
<td>West Germanic</td>
</tr>
<tr>
<td>English</td>
<td>West Germanic</td>
<td>Rabaul Creole</td>
<td>West Germanic / German</td>
</tr>
<tr>
<td>Faroese</td>
<td>North Germanic</td>
<td>Russenorsk</td>
<td>North Germanic / Slavic</td>
</tr>
<tr>
<td>German</td>
<td>West Germanic</td>
<td>Saterland Frisian</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Gutnish</td>
<td>North Germanic</td>
<td>Swedish</td>
<td>North Germanic</td>
</tr>
<tr>
<td>Icelandic</td>
<td>North Germanic</td>
<td>Ulster Scots</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Limburgish</td>
<td>West Germanic</td>
<td>West Frisian</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Luxembourgish</td>
<td>West Germanic</td>
<td>Yiddish</td>
<td>West Germanic</td>
</tr>
<tr>
<td>Möcheno</td>
<td>West Germanic</td>
<td>Zurich German</td>
<td>West Germanic</td>
</tr>
</tbody>
</table>

2.2 Features

We looked at a total of 48 features, all listed in Table 2: 16 morphological, 20 syntactic, 10 phonological and 2 ‘other’ features that could be classified as lexical and/or historical. See appendix A for an illustration of each feature.
Table 2: Structural features considered in this study.

<table>
<thead>
<tr>
<th>morphological features</th>
<th>syntactic features</th>
<th>phonological features</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender marking on the definite article</td>
<td>pro-drop possible</td>
<td>lexical tone</td>
</tr>
<tr>
<td>case marking on the definite article</td>
<td>pronoun doubling for emphasis</td>
<td>location of stress</td>
</tr>
<tr>
<td>(loss of) derivational prefixes</td>
<td>verb second</td>
<td>front rounded vowels</td>
</tr>
<tr>
<td>number distinction in second person pronouns</td>
<td>basic order of verb and object</td>
<td>diphthongs</td>
</tr>
<tr>
<td>dual category in pronouns</td>
<td>doubly-filled COMP</td>
<td>phonological contrast through nasalized vowels</td>
</tr>
<tr>
<td>subject-verb-agreement</td>
<td>extended use of the present perfect</td>
<td>distinct vowel quantities</td>
</tr>
<tr>
<td>syncretism of verbal singular forms</td>
<td>‘be’ as a perfect auxiliary</td>
<td>long consonants</td>
</tr>
<tr>
<td>syncretism of verbal plural forms</td>
<td>double perfect</td>
<td>velar nasal</td>
</tr>
<tr>
<td>‘ge’-prefix on past participles (in perfect constructions)</td>
<td>passive marking with ‘become’</td>
<td>number of series of fricatives</td>
</tr>
<tr>
<td>past subjunctive forms (distinct from past indicative)</td>
<td>mediopassive from old reflexive</td>
<td>type of contrast between the two series of plosives</td>
</tr>
<tr>
<td>beyond ‘be’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loss of the synthetic preterite</td>
<td>inherent reflexivity marking</td>
<td></td>
</tr>
<tr>
<td>(new) synthetic passive voice</td>
<td>highly grammaticalised progressive</td>
<td></td>
</tr>
<tr>
<td>presence of an infinitive suffix</td>
<td>highly grammaticalised future</td>
<td>’other’ features</td>
</tr>
<tr>
<td>(reflex of the) distinction between strong and weak adjective inflection</td>
<td>modal verb as a future auxiliary</td>
<td>directional adverbs</td>
</tr>
<tr>
<td>subject-agreement marking on predicative adjectives</td>
<td>distinct habitual construction</td>
<td>inherited /ɣ/</td>
</tr>
<tr>
<td>morphological number marking on nouns</td>
<td>presence of an indefinite article</td>
<td></td>
</tr>
<tr>
<td>presence of a definite article</td>
<td></td>
<td></td>
</tr>
<tr>
<td>posievation of the definite article</td>
<td></td>
<td></td>
</tr>
<tr>
<td>external possessors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiple negation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Concerning the selection of these features, our starting point was McWhorter’s (2002, 2004) approach to the question “What happened to English?”, which contains 10 features common to all or most Germanic languages but absent from English. We adopted nine of those ten
features that may be revealing when it comes to distinguishing typical and atypical Germanic languages. For additional 39 features, we consulted comparative descriptions of the Germanic languages (most notably Harbert 2007), the WALS database as well as (areal-) typological studies (for standard languages), e.g. Thieroff (2000) on tense and aspect in European languages, and reference grammars of individual varieties. Our classification of Afrikaans is, for the most part, based on the reference grammar by Donaldson (1993). Overall, the selection of features was guided by the availability of data for a decent number of languages/varieties from our sample and the representation of different levels of language structure: phonology, (inflectional) morphology and syntax. Still, inevitably, a large element of randomness remains.

2.3 Challenges for our feature-based approach

Additionally, there is the issue of trying to express complex data situations in terms of quantifiable features with a relatively small number of feature values. This often comes with certain problems (see e.g. Seiler 2019: 545–548, Schallert, Seiler & Weber under review). First of all, with some features, the value to be assigned to a given language/variety is controversial or theory-dependent. A prominent example is the order of verb and object in Continental West Germanic. According to WALS (Dryer 2005), for example, German, Dutch and Frisian have “no dominant order” of subject, object and verb. According to Haider (2013: 98), by contrast, the Continental West Germanic languages, including Afrikaans, have “OV sentence structure”. In cases like those, our approach was to keep the potential systematic error constant, i.e. to choose one framework and apply it consistently (in this particular case we followed Haider).

In some cases, the feature value for a given variety depends on the age and/or conservativeness of the source that is consulted. For example, according to one of the major reference grammars of Northern Low German, Lindow et al. (1998: 284–285), the variety in question has multiple negation, more precisely both negative doubling (combining verbal negation with a negative indefinite) and negative spread (combining multiple negative indefinites). A more recent study (Elmentaler & Borchert 2012: 122), however, finds that the relevant negation patterns are apparently no longer used in present-day Low German. In cases like those, we followed the more recent description. Nonetheless, the example illustrates a general problem: The data for our study had to be drawn from fairly diverse sources and has an inherent diachronic spread, with a range from ca. 1950 to 2020.

What is more, very often a given feature is not simply present or absent but there are levels in between. An example is the feature “loss of the synthetic preterite”. While in some languages, the preterite has been lost completely (e.g. Zurich German, cf. Weber 1948: 194–195) or almost completely (with residual forms of e.g. the copula or modal verbs as in Afrikaans, cf. Donaldson 1993: 223), other languages such as Pomerano (Postma 2014: 655–659) or Central Hessian (Hasselberg 1979: 120) also show fairly extensive preterite loss but do retain preterite forms for more than just a handful of verbs. In the variety of Pomerano described by Postma (2014: 655–659) for example, the preterite has been lost for the class of weak verbs

---

3 At the same time, it means that our feature selection has a slight bias towards singling English out.
4 Russenorsk is an outlier when it comes to the diachronic dimension of our sample, in the sense that it has been extinct for about one century now (cf. Jahr 2005: 1538). All other varieties have L1-speakers at the time of writing this article.
(which traditionally formed their preterite by means of the so-called dental suffix) but is retained for the class of strong verbs (forming their preterite by means of ablaut). In this particular case as well as some comparable ones, we operated with ternary rather than binary feature values. In the case of preterite loss, we assigned the value 0 where the preterite is preserved (e.g. English, Swedish, Standard German), we assigned the value 1 where the preterite is completely or almost completely lost (Zurich German, Afrikaans), and we assigned the value of 0.5 for intermediate cases such as Pomerano or Central Hessian.

Still, there remain features where finer distinctions would be appropriate than we were able to make: For grammatical gender marking on the definite article, for example, we only made a binary distinction (viz “yes”, e.g. Danish, Dutch, West Frisian, Icelandic, vs. “no”, e.g. English, Afrikaans). Obviously, however, the varieties with gender marking could further be categorised into those distinguishing two genders (Danish, Dutch, West Frisian) and those distinguishing three genders (Icelandic, German). We could dissolve this one complex variable into several single binary variables, but that would distort the relative weight of the variables in relation to each other. Variables with more possible variants would have a greater overall influence on the results, and that’s not what we want: We want all variables to contribute evenly to the end result. Alternatively, we could keep those complex variables as one single feature, but describe it with a scale – but those scales would be arbitrary. A lot of dialectometrical studies showed that in the end it is more important to have reasonable variables than to get too obsessed with scales, so we kept it simple – especially considering that we regard what we are doing as just a first case study.

At the end of the day, our analysis is to some extent wrong – but it is not necessarily completely wrong. Errors can be of systematic and unsystematic nature: The unsystematic error of wrong or overly simplified facts in single features is tackled by the quantitative nature of the study. While a single data point is in principle unreliable, a larger number of data points greatly improves the overall reliability of the data set: A single data point might be wrong, but it is highly improbable that all of them are wrong, and it is even more improbable that they are all wrong in the same way. However, all of them might be subject to systematic error. To control for this, multiple options are available. The first one is to try to minimise the probability for a systematic error by eradicating the cause, i.e. a single perspective on the phenomenon. Checking whether the data point is supported by different authors and/or cross-theoretically is the best option. However, this is not always feasible – especially when it comes to lesser-researched varieties. If one cannot minimise the possibility of a systematic error, the second best alternative is to keep it as constant as possible. Thus, ironically, the alternative is to use the same source for all varieties. Again, this is seldom feasible, as there is not a whole lot of research that tracks features through all of our chosen 28 varieties.

2.4 Quantitative techniques

Obviously, the first step towards assessing a typological overview is extracting all the relevant data from grammatical descriptions of the varieties and compiling them into one data set. For this, we opted for a simple feature matrix (variety × feature = value) in the form of a spreadsheet. Values are in most cases coded binarily, for example 1 if a feature is attested, 0 if it is absent, or (arbitrarily) 0 for one option and 1 for the other. In some cases, as explained in subsection 2.3, we allowed for an intermediate value of 0.5.
Based on this feature matrix, we first computed a so-called distance matrix (Manhattan distance,\(^5\) for reasons of a) the high number of dimensions and b) the binary nature of our data) for all the varieties.\(^6\) This means that for every pair of varieties, the differences in all the values of the feature matrix are taken into account. The point of this is to arrive at a matrix that quantifies the overall differences between each of the varieties, such as Figure 1.

Table 3: Distance matrix (excerpt).

<table>
<thead>
<tr>
<th>Afrikaans</th>
<th>Danish</th>
<th>German</th>
<th>English</th>
<th>North Frisian</th>
<th>Sater Frisian</th>
<th>West Frisian</th>
<th>Faroese</th>
<th>Icelandic</th>
<th>Yiddish</th>
</tr>
</thead>
</table>

Based on this distance matrix, we were able to perform two kinds of analyses, a hierarchical cluster analysis and multidimensional scaling. Both techniques are based on the same distance matrix – however, they tend to yield slightly different results, because they treat variation differently and are performed to different ends.

Cluster analysis is done to find groups in the data. These groups should ideally be a) as homogeneous as possible internally while at the same time b) as different from each other as possible. Hierarchical cluster analysis progresses stepwise. First, all varieties are treated as their own, small, separate cluster. Then, an algorithm combines (or fuses) the two clusters that it deems most similar – those two now form a new cluster. Following that, it re-evaluates how similar those new clusters are to each other and again fuses the closest two. This goes on until everything is merged into one big cluster. The researcher is left to decide which number of clusters is the ideal grouping of the data.

Multidimensional scaling, on the other hand, does not yield groups of data, and it does not progress on a step-by-step basis. Its purpose is to reduce higher numbers of dimensions – as are present in our data – to a lower, more easily interpretable number. This is aided by the observation that a lot of the dimensions present in typical variationist data are rather similar. Technically, a MDS attempts to find a mapping from its high-dimensional input to a model that preserves the distances between the original data points in lesser dimensions. It could be compared to trying to take a (two-dimensional) photograph of a (three-dimensional) room from the best angle possible, with the intention that the photograph roughly captures how the objects in the room are placed with respect to each other – although in practice, the numbers of dimensions involved are usually a lot higher.

\(^5\) Manhattan distance is the sum of the absolute distances of the Cartesian coordinates, like manoeuvring a chequerboard (as opposed to i.e. Euclidean distance, which measures distance “as the crow flies”).

\(^6\) For all of the computational steps taken in this study we used the base distribution of the R environment, with the addition of the package `ape` (Paradis & Schliep 2019), which was used for visualising the cladograms of Figures 2 to 5.
3 Results

3.1 Cluster analysis

The results of a cluster analysis can be visualised using a cladogram, which is a type of tree structure. Figure 2 displays such a structure, based on the clustering of our distance matrix using the Ward algorithm. The tree is built up from the right to the left, with each node representing a cluster. The terminal nodes on the right represent the smallest possible clusters, i.e. the individual varieties. As we move to the left, the clusters get bigger (meaning they contain increasingly more varieties) while becoming fewer. The length of the branches indicates the distance between clusters, i.e. the expense of fusing them into one.

In discussing the trees, however, we will be looking at them from left to right. That is, we will start by looking at the large clusters first and then see how they break down into smaller ones. (It is important to note that, while such tree structures are also known in tree model or Stammbaum type models of language change, they should not automatically be interpreted as any kind of proposition on the diachrony of the varieties involved – certainly not in our case, where relations are to be understood as purely synchronic.)

The respective length of the branches between nodes suggests that cutting the tree at three clusters is a reasonable first choice (Figure 3). In doing so, we arrive at what can be called a Continental West Germanic cluster (at the top, in ocher), a North Germanic cluster (in light green), and a third cluster (in red) containing English, the closely related Ulster Scots, and the pidgins/creoles Pitkern-Norf’k, Russenorsk and Rabaul Creole German (Unserdeutsch). This shows that English (as well as its close relative Ulster Scots) is rather atypical. This is partly due to the fact that about a fifth of our features goes back to Mc Whorter (2002, 2004), who chose them precisely to show that English is different from the other languages (see section

![Figure 2: Cladogram of a hierarchical cluster analysis (Ward algorithm, Manhattan distance).](image)
2.2). Nonetheless, there are the four other fifths of our features. Also, the finding is in line with the previous literature more generally, and apparently, what works for English also works for the pidgins/creoles in our sample. So the features selected are suitable for more than just a differentiation of [± English].

![Figure 3: Cladogram, cut at three clusters.](image)

The fact that we arrive at a stable North Germanic cluster can be seen as lending a certain degree of validity to our approach as well: Even though North Germanic is decidedly not the focus of our feature selection, the results are linguistically highly plausible. In general, hierarchical clustering can be susceptible to changes of the algorithm and/or the method of computing a distance matrix, so it is important to stress that this North Germanic cluster is totally immune to such changes, as attested in our respective test runs: the North Germanic cluster remains consistently obvious in all other combinations of complete linkage, Ward, Manhattan distance or Euclidean distance and yields significant stability in bootstrapping approaches. Concerning Afrikaans, it is interesting to note that it is not part of our outlier cluster (English, pidgins/creoles) but part of the Continental West Germanic cluster.

If we cut the tree at four clusters (Figure 4), we see that the large West Germanic group splits in two: The result is one group (in grey) that includes Dutch, German, Limburgish, Northern Low German, Pomerano, Central Hessian, and the three Frisian varieties, and another group (in ochre) that includes Zurich German, Basel German, Pennsylvania German, Mönchen, Luxembourgish, Yiddish and Afrikaans. The first group appears to be more homogeneous in certain respects: It almost exclusively contains varieties that are (mainly) spoken in

---

7 In this context, it is interesting to recall Bailey & Maroldt's (1977) hypothesis that Middle English was a creole resulting from the contact with Norman French. See, however, Thomas & Kaufman (1988) for a rebuttal of this thesis.
continental Europe, such as the big standard languages Dutch and German, as well as most of the smaller languages/varieties, with the exception of the four southernmost ones (Luxembourgish, Basel German, Zurich German and Mòcheno). The only variety spoken outside of Europe that is contained in the cluster is Pomerano, a daughter language of (East) Low German. Given its genealogical descent, its closeness to the northern continental varieties still appears plausible.

The other group appears to be more heterogeneous: With the exception of Pomerano, it contains all the Continental West Germanic varieties that are spoken outside of Europe – Pennsylvania German, Afrikaans – as well as Yiddish, which is spoken worldwide. It also contains all of the varieties known for a high degree of language contact (including, apart from the varieties just mentioned, also Mòcheno) that are not pidgins or creoles. But it also includes the southern varieties of continental Europe (Luxembourgish, Zurich German, Basel German, Mòcheno), most of which would probably not be considered typical contact varieties (Luxembourgish, Zurich German, Basel German).

The high structural similarity of Mòcheno and Luxembourgish might surprise. It is probably due to the combination of two distinct factors. One is the type of contact situation with their respective Romance neighbours, the other one is the relative sparseness of definitive, reliable information on some of our features in the case of Luxembourgish, resulting in more NAs in our data matrix than for most other varieties. It is quite possible that these missing data points might contain information that would further distinguish Luxembourgish from Mòcheno.\(^8\)

---

\(^8\) It should be noted, however, that the availability of data (probably not entirely coincidentally down to the individual feature) on Limburgish is similarly problematic – yet, they do not form any kind of “bad data”-cluster together, but are conclusively distinct, despite their geographical proximity.
As far as Afrikaans is concerned, it is interesting to note that it does not pattern with the group that includes Dutch, but with the second group, which includes other non-European and high-contact varieties. We commented above that the North Germanic cluster is robust even under changes of the underlying math, i.e., different clustering algorithms or methods to determine variety distances. This is not the case for Afrikaans. Depending on the methods chosen, the four-cluster-solution alternatively groups Afrikaans with the outlier-group (English et al.).\(^9\) Obviously, it never clusters with North Germanic, but, interestingly, it also does not ever cluster with the group containing Dutch, either. In any case, this suggests that Afrikaans is relatively isolated in terms of structure and does not share too many properties with any of the larger groups. We will have to revisit this notion later on.

The five, six and seven cluster solutions are extremely close, so it would not make much sense to further differentiate between them. The seven cluster solution (Figure 5) would show the following changes: Firstly, it would break up the North Germanic cluster, showing a division between insular Scandinavian (Icelandic, Faroese) on the one hand and the varieties spoken in Mainland Scandinavia on the other (Norwegian, Danish, Swedish, Gutnish, Elvdalian).

![Cladogram, cut at seven clusters.](image)

Judging from the existing literature, this is largely to be expected – except, perhaps, for the position of Elvdalian, which might be expected to structurally belong to the insular Scandinavian branch. In any case, Elvdalian is the one that is most different from the rest of

---

\(^9\) To be more precise, this happens if we compute the distance matrix using Euclidean instead of Manhattan distance. The combination of Manhattan distance and the Ward algorithm – that our analyses are based on – can generally be seen as the mathematically and philologically most reasonable approach to our specific data, so the use of Euclidean distance would constitute a slightly "worse" measure anyway. Nonetheless, as the comparison of these different numerical approaches sheds an interesting light on the volatile classification of Afrikaans, we chose to include it.
the continental varieties. There has been considerable language contact between the continental varieties in the past, but it comes as no surprise that Danish and Norwegian, where this contact has arguably been the strongest, turn out to be the closest to each other. Please bear in mind that this might probably not apply to the spectrum of Danish and Norwegian varieties as a whole – we would expect that, for example, traditional Vestjysk in Denmark and Nordvestlandsks in Norway show considerably more typological differences between each other than those captured by the standard or semi-standard grammars (focusing on Urban East Norwegian and the Copenhagen Standard) that form the basis of our sample.

Secondly, the first sub-group within Continental West Germanic breaks in two. This results in a group with High and Low German, Limburgish, Central Hessian and Pomerano on the one hand, and a group containing Dutch and the three varieties of Frisian on the other. Additionally, the cluster of “outliers” branches into an English/Scots-subgroup and a pidgin/creole-group containing Rabaul Creole German, Pitkern-Norf’k and Russenorsk.

Interestingly, the first varieties that would emerge as their own exclusive clusters would be Afrikaans (in an eight cluster solution) and Elvdalian (nine clusters). This seems to indicate that, with respect to our features, Afrikaans is an outlier, but not in the same way as for example English is. It does not emerge as a single variety in contrast to major subgroups (such as our Continental West Germanic group, our North Germanic group and our ‘outlier group’). Nor does it form part of the outlier group, where some might expect it to be located due to its history of high contact. Rather, Afrikaans clusters with the other Continental West Germanic languages. Within that group, however, it appears to be the most isolated one, and it is more similar to a lot of smaller high-contact varieties than it is to Dutch.\(^{10}\)

3.2 Multidimensional scaling

In a second step, we may now use the same distance matrix that we used for the cluster analyses (3.1) to conduct \textit{multidimensional scaling} (or short \textit{MDS}) of the varieties. While cluster analysis creates discrete groups, multidimensional scaling helps us to detect continuous, flowing relationships in the data. Ideally, the results from both methods should not contradict but complement each other, by providing two different perspectives on the same object. Figure 6 is a visualisation of a MDS that condenses the variation in the distance matrix to just two dimensions (of course having the advantage that two dimensions can be neatly presented on a flat piece of paper – bear in mind that the dimensions themselves have no inherent meaning). The varieties are organised spatially in a way that reflects their differences in the underlying higher-dimensional dataset.

\(^{10}\) On a slightly smaller scale, something similar can be said about Elvdalian. It is without doubt part of the structural bounds of the North Germanic varieties, but among the continental ones, it is relatively distant to the large standardised national varieties (That is, if we might call Gutnish “continental” despite being spoken on an island. The arguments pro or contra are slightly circular and need not bother us here, but there is reason to treat Gutnish as a branch of the continental varieties on historical/genealogical grounds.) Elvdalian is thus both an outlier among the continental North Germanic varieties and it is considerably different from the insular varieties. Certainly, the typological evidence does not suggest that it is a daughter language or dialect of (Standard) Swedish in a synchronous sense.
Figure 6: Multidimensional scaling of the distance matrix of all 28 varieties (goodness of fit ≈ 0.507).

As could already be seen in the cluster analysis, and as highlighted in Figure 7, the varieties can fairly neatly be divided into two lumps that from a historical perspective could be labelled as North Germanic (at the top) and West Germanic (at the bottom), and a third group containing English/Scots and the pidgins/creoles (to the right). Again, also visible is a division of the North Germanic varieties into insular and continental.

Focusing on West Germanic, the historically and spatially closely connected standard and non-standard varieties of continental Europe turn out to be grouped nicely together. Closest to each other are Northern Low German, Saterland Frisian, West Frisian and Pomerano.
By contrast, Afrikaans, as well as Pennsylvania German, are at the periphery of the West Germanic varieties. Afrikaans is functionally even further from its mother language Dutch than from the Southern Bavarian language island of Mòcheno. Synchronically, this is a strong argument against subsuming Afrikaans as a mere “variety of Dutch”. In fact, according to our metric, the structural difference between Dutch and Afrikaans is greater than that between Dutch and Faroese or English and Russenorsk. But at the same time, while showing similar tendencies in grammatical reduction, Afrikaans is decisively different from English as well, so contact and reduction of grammatical complexity in Germanic languages need not lead to the same results.

### 3.3 Combined approaches

As stated in section 2.4, clustering and multidimensional analysis should ideally complement each other instead of providing contradictory evidence. Because of that, we cross-validate both approaches by combining them (as done e.g. in Pröll, Elspaß & Pickl 2021). For Figure 9,
the varieties in the multidimensional scaling plot are coloured according to the clustering results in Figure 5 (section 3.1). It is obvious that the results are at large consistent with each other: Varieties that clustered together also form a coherent spatial pattern in MDS.

**Figure 9: Combination of MDS (space) and cluster analysis (colour); 7 clusters.**

Afrikaans may be worth a second look: Its middle position between the West Germanic and the pidgin/creole languages is clearer in the MDS than it is in the cluster results. But, as already implied in the passage dealing with the clustering results (section 3.1), the attribution to the West Germanic cluster is less robust for Afrikaans than it is for a lot of the other varieties. Depending on the kind of measure for the distance matrix and the choice of clustering algorithm, it might as well cluster (loosely) with the “outlier”-group. There have been discussions in the past about the origins of Afrikaans, with one of the central controversies surrounding the question of whether it is creolized or an iteration of Dutch (see e.g. Roberge 2010 for an overview). The quantitative structural approach seems to indicate that it is neither to full extent.
From a more general perspective, it is also interesting to note what patterns are conspicuously absent from both the clustering and the MDS results. Most importantly, there is no obvious pattern that implies the degree of standardisation as a clear factor.

4 Conclusion

In this article, we aimed to take a look at the typological position of Afrikaans among its Germanic sisters from a quantitative perspective, based on phonological, morphological and syntactic features, including both standard and non-standard varieties as well as other high-contact varieties. As a primary result, our metric yields an expectedly strong divide between the two branches historically labelled as North Germanic and West Germanic, even if we focus on structural/typological features. It is thus synchronically based on far more than just lexical differences or bifurcation in sound change.

While Afrikaans unsurprisingly turns out to be part of the West Germanic branch, it is neither a very “typical” West Germanic variety nor is there synchronic evidence of Afrikaans being a daughter language of Dutch – on the contrary, when seen through a functional/typological perspective (as opposed to, say, one that focuses on lexis or on pronunciation, such as Heeringa / de Wet 2008), Afrikaans appears to be a highly autonomous variety at the structural periphery of West Germanic. But the analysis also shows a group of distinct “outliers”, including English: contrary to the preconception of English being a North/West Germanic hybrid, it does not turn out to be a mere mixture of features from both branches. Rather, it is part of a distinctive third branch of varieties, the ones with a specific kind of language contact. Afrikaans, also having a history of intense contact, may be the most similar to those “outliers”, but it cannot easily be qualified as one of them.

The analyses suggest that there are two different kinds of “high contact” varieties: On one side, some might have been in close contact with other varieties but are (and have been for centuries) almost exclusively acquired and passed on as a first language by their speakers (such as Pennsylvania Dutch, Mòcheno, Yiddish, Luxembourgish). Their contact languages serve as second languages or parallel first languages in those cases. On the other side, there are “high contact” varieties that somewhere along their history went through a bottleneck situation in acquisition, where a significant amount of speakers came from a different first language and acquired (or even constructed) the variety in question as a second language (most notably Russenorsk, Rabaul Creole German and Pitkern-Norf’k, but also to some extent Afrikaans and English).

On a methodological note, our approach required a number of decisions that might well have been made in a different way – most crucially perhaps the selection and the conceptualisation of the structural features. It would thus be presumptuous to regard our classification of Germanic standard and non-standard varieties as even close to definitive. Nonetheless, the mixture of the results’ plausibility (concerning relations on which assumptions and case studies have been drawn before) and new insights (where structural (dis-)similarities as of now had been largely uncharted) suggests that a combined quantitative/functional approach can be feasible and fruitful.
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6 Appendix A: Illustration of our features

6.1 Gender marking on the definite article

e.g. Dutch de man (the.COMMON man ‘the man’) vs. het kind (the.NEUTER child ‘the child’)

6.2 Case marking on the definite article

e.g. German der Tisch (the.NOM table ‘the table’) vs. den Tisch (the.ACC table ‘the table’)

6.3 (Loss of) derivational prefixes

loss of forms corresponding to e.g. Afrikaans be- (as in beslis ‘decide’), ont- (as in ontken ‘deny’) or ver- (as in verpletter ‘to smash’) (cf. McWhorter 2004: 31—33).

6.4 Number distinction in second person pronouns

e.g. Swedish du (you.SING) vs. ni (you.PL)

6.5 Dual category in pronouns

e.g. Elvdalian ðier fingg wer saina (they got each.PL theirs ‘each got theirs’) vs. ðier åvå faiā wår saina (they have gotten each.DUAL theirs ‘both got theirs’) (cf. Åkerberg 2012: 241)

6.6 Subject-verb-agreement

e.g. English I live vs. she lives

6.7 Syncretism of verbal singular forms

e.g. Dutch (2nd person = 3rd person): jij werkt (you.SG work), zij werkt (she works)

6.8 Syncretism of verbal plural forms

e.g. Northern Low German (1st person = 2nd person = 3rd person): wi loopt (we run), ji loopt (you.PL run), se loopt (they run)

6.9 ‘Ge’-prefix on past participles in perfect constructions

e.g. Dutch Ik heb gewerkt ‘I have worked’

6.10 Past subjunctive forms (distinct from past indicative) beyond ‘be’

e.g. German Ich kam (I come.PST.IND) vs. Ich käme (I come.PST.SUBJ)

6.11 Loss of the synthetic preterite

loss of forms corresponding to e.g. English she came, she lived

6.12 New synthetic passive voice

e.g. Danish Posten udbringes hver dag (post-the deliver-S every day ‘The post is delivered every day’, Allan et al. (1995: 319), quoted from Harbert (2007: 328)
6.13 **Presence of an infinitive suffix**
e.g. Dutch -en as in _lopen_ (run-INF ‘to run’)

6.14 **(Reflex of the) distinction between strong and weak adjective inflection**
e.g. Danish _en stor_ _bil_ (‘a big car’) vs. _den store bil_ (‘the big car’), adapted from Allan et al. (2000: 35)

6.15 **Subject-agreement marking on predicative adjectives**
e.g. Danish _bilen er stor_ _e_ (car-the.COMMON is big) vs. _huset er stort_ (house-the.NEUTER is big.NEUTER), adapted from Allan et al. (2000: 35)

6.16 **Morphological number marking on nouns**
e.g. English _two dogs_ vs. no attestation of an equivalent in Russenorsk (Broch & Jahr 1984)

6.17 **Pro-drop possible**
e.g. Pennsylvania German _wi bɪʃt_ (how be.2SG ‘how are you’), Van Ness (1994: 429)

6.18 **Pronoun doubling for emphasis**
e.g. Gutnish _Han har nuck pänningar han_ (he has enough coins he ‘he has enough money’), Gustavson 1977: 36)

6.19 **Verb second**
e.g. Yiddish _dos bux lejant der man_ (the book reads the man ‘it’s the book that the man is reading’), adapted from Jacobs (2005: 224)

6.20 **Basic order of verb and object**
e.g. Dutch _een appel eten_ (an apple eat-INF ‘eat an apple’) vs. English _eat an apple_

6.21 **Doubly-filled COMP**
e.g. Pomerano Wätst _duu woufon dat air boterfat måkt waard?_ (know.2SG you from-what that a butter container made is ‘Do you know where a butter container is made of?’), Postma (2018: 124)

6.22 **Extended use of the present perfect**
e.g. German _Ich bin gestern gekommen_ (I am yesterday come ‘I came yesterday’), Harbert (2007: 312)

6.23 **’Be’ as a perfect auxiliary**
e.g. West Frisian _ik bin flein_ (I am flown ‘I have flown’), Tiersma (1999: 72)
6.24 Double perfect

e.g. Yiddish Ven ix bin gekumen, hot er gehat ajŋeʃpant di ferd (when I am come.PTCP has he have.PTCP harness.PTCP the horses ‘When I came, he had (already) harnessed the horses’), Kiefer (1994: 141)

6.25 Passive marking with 'become'

e.g. Afrikaans Die boek word gelees (the book becomes read.PTCP ‘the book is being read’), Donaldson (1993: 257)

6.26 Mediopassive from old reflexive

e.g. Limburgish Der sal singt sich legt (the hall sings REFL easily ‘this hall has good acoustics’), Cornips (2013: 379)

6.27 Inherent reflexivity marking

e.g. Faroese ætla sær (intend-INF REFL ‘to intend’), McWhorter (2004: 23)

6.28 Highly grammaticalised progressive

e.g. English What are you doing? – I’m smoking. / *I smoke, Willkowei (2005: 143)

6.29 Highly grammaticalised future

e.g. English I’ll do it tomorrow vs. e.g. Dutch Dat doe ik morgen (that do.PRS I tomorrow ‘I’ll do it tomorrow’), Donaldson (2008: 181)

6.30 Modal verb as a future auxiliary

e.g. Afrikaans Ik sal dit doen as ek tyd het (I shall it do-INF if I time have ‘I’ll do it if I have the time’), Donaldson (1993: 235)

6.31 Distinct habitual construction

e.g. English She used to dance

6.32 Presence of a definite article

e.g. English the vs. no attestation of an equivalent in Russenorsk (Broch & Jahr 1984)

6.33 Presence of an indefinite article

e.g. German ein Mann (‘a man’) vs. Icelandic maður (‘(a) man’), Braunmüller (2007: 251)

6.34 Position of the definite article

e.g. German das Mädchen (the girl) vs. Swedish flickan (girl.the) ‘the girl’, Braunmüller (2007: 50)
6.35 External possessors

e.g. West Frisian *Ik stompte my de holle* (I bump.PAST me.DAT the head 'I bumped my head'), McWhorter (2004: 26)

6.36 Multiple negation

e.g. Afrikaans *Niks gebeur nie* (nothing happens NEG 'Nothing is happening'), Donaldson (1993: 402)

6.37 Lexical tone

e.g. Norwegian *1tanken* (= toneme 1, tank-the 'the tank') vs. *2tanken* (= toneme 2, thought-the 'the thought')

6.38 Front rounded vowels

e.g. /yː/ as in German *kühn* 'bold'

6.39 Diphthongs

e.g. /au/ as in Gutnish *rauk* (= typical limestone rock formation)

6.40 Phonological contrast through nasalized vowels

e.g. Elvdalian *[kuːə]* ('girl') vs. *[kuːə̃]* (girl.DET 'the girl')

6.41 Distinct vowel quantities

e.g. Saterland Frisian *Bùk*/u/ (= short, 'can') vs. *Buk*/u/ (= half-long, 'belly') vs. *fuul*/u/ (= long, 'many'), Kramer (1982: 5–6)

6.42 Long consonants

e.g. Icelandic *hatur* [haːtʰyr] ('hate') vs. *hattur* [haʰtːyr] 'hat'

6.43 Velar nasal

e.g. /ŋ/ as in English *sing*

6.44 Number of series of fricatives

e.g. German */f*/*s*/ ([+ fortis], [- voice]) vs. */v*//*z*/ ([− fortis], [+ voice])

6.45 Type of contrast between the two series of plosives

e.g. predominantly [± aspiration] in Faroese vs. predominantly [± voice] in Dutch

6.46 Directional adverbs

e.g. Swedish *här* ('here') vs. *hit* ('to here') vs. *härifrân* ('from here'), Holmes & Hinchliffe (1997: 115 –116), cited from McWhorter (2004: 35)
6.47 Inherited /ɣ/

E.g. Dutch goed /ɣuːt/ (‘good’) vs. German gut /ɡuːt/ (‘good’)
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